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## 1 Introduction

Research on quantum computers (QC), specifically algorithms, suggested a possibly huge impact in applications (Shors algorithm, Grover algorithm, phase estimation)[Sho94][Gro96][Kit95]. Since the hardware is not there yet (so called NISQ era) researchers still explore the possibilities of current hardware, although, these approaches seem to be less promising[LB20][MK18]. The Variational Quantum Eigensolver (VQE) is one of such approaches[ea] and it's used in a variety of applications. For example the simulation of molecules $\left[\mathrm{PMS}^{+} 14\right]\left[\mathrm{KMT}^{+} 17\right]$ or solving protein folding $\left[\right.$ RBWT21 ${ }^{1}$.

The aim of this report is to inspect the proposed resource-efficient algorithm for protein folding[RBWT21] and determine if one can expect its use in the industry. In other words, when we compare this quantum solution with it's classical competitor, is there some advantage?
Strong emphasis is put onto the following leading questions:
1 What are the classical parameters one feeds into the (quantum-)calculation of the expectation value. How are they expressed in the Hamiltonian?

2 Usually the Hamiltonian implemented on the QC is a relaxed version of the actual problem. How do the authors argue that their approximation is indeed related to the problem they try to solve?

In order to answer these questions, a short recap of the methods used there is presented, directly with focus on the leading questions (Section 2). After that the Hamiltonian is investigated in more detail (Section 3) and an attempt to compare its performance with a classical algorithm is done (Section 4). Finally the leading questions will be answered (Section 5).

## 2 Quick recap of [RBWT21]

Lets divide the paper into four parts:

- introduction
- qubits and Hamiltonian
- folding algorithm and scaling
- applications and conclusion


## 2.1 introduction

Here they present a rough overview over the work done. Among other things they claim the NPhardness of the problem even when reduced to it's simplest model (Hydrophobic-Polar)[BGMP13]. Since there is no known quantum algorithm solving this problem in polynomial time there is no evidence of an exponential speedup using quantum computers, especially for NISQ-computers/VQE. What they present is a Hamiltonian with $\mathcal{O}\left(N^{4}\right)$ scaling with $N$ being the monomers. This should not be confused with the run time of the algorithm. This encodes the length of the circuit, so captures the

[^0]time it takes to evaluate the energy of the system. Therefore one needs to do that step multiple times and adjust parameters in between. This leads to the question:

What would be the scaling of a classical energy computation?
This question however is not easily answered. See Section 4 for more investigation.
They also state their use of the so called coarse-grained model, which is a model commonly used in solving protein folding $\left[\mathrm{KGK}^{+} 16\right]$.

## 2.2 qubits and Hamiltonian

Qubits capture the 'turn' $t_{i}$, which is defined as the discrete angle between bead i and $\mathrm{i}+1$. Because of the tetrahedral lattice structure there are only 4 possible angles in two different alternating states $\mathcal{A}$ and $\mathcal{B}$. Therefore the sequence can be encoded by with $N_{c f}=4(N-3)$ qubits. Note that this assumes a one-hot (they call it sparse) encoding of the angles (so 1000 for $t_{i}$ being the first angle out of the 4 possible, 0100 for $t_{i}$ being the second, ...). In the paper there is also a denser encoding presented. That further optimizes this scaling by a factor of 2 .

The scaling of the qubits encoding the interaction between the beads is $\mathcal{O}\left(N^{2}\right)$, because it's entirely determined by the main and side chains of the polymer. Here we choose $l$ as a hyper parameter that desices for the number of neathrest neighbors considered for the energy calculation.

The Hamiltonian consists of 3 terms:

$$
\begin{equation*}
H(\mathbf{q})=H_{\mathrm{gc}}\left(\mathbf{q}_{\mathrm{cf}}\right)+H_{\mathrm{ch}}\left(\mathbf{q}_{\mathrm{cf}}\right)+H_{\mathrm{in}}(\mathbf{q}) \tag{1}
\end{equation*}
$$

- $H_{\mathrm{gf}}$ dealing with geometrical constraints, so the contribution of the primary sequence itself.
- $H_{\text {ch }}$ encoding the chirality constraints, so the contribution of the side chains.
- $H_{\text {in }}$ for interaction

Furthermore we have $\mathbf{q}=\left\{\mathbf{q}_{\mathrm{cf}}, \mathbf{q}_{\mathrm{in}}\right\}$

## 2.3 folding algorithm and scaling

The solution of the folding problem is the ground state of the Hamiltonian $H(\mathbf{q})$. This is done by the CVaR-VQE (modicication of VQE) $\left[\mathrm{BNR}^{+} 20\right]$ and a Differential Evolution optimizer. The parameters optimized are denoted by $\boldsymbol{\theta}=\left(\boldsymbol{\theta}^{\text {cf }}, \boldsymbol{\theta}^{\text {in }}\right)$ and define the values in the configurational and interaction registers/angles.

The scaling of the algorithm is defined by the number of pauli strings in the Hamiltonian. Its estimation was already stated in the introduction. For the arguments see the paper.

## 2.4 applications and conclusion

They did two folding experiments: 10 amino acid protein Angiotensin on a simulator and a 7 amino acid peptide on a IBM Q processor machine. They state that with the use of entanglement it could lead to a quantum advantage. So when comparing to the classical version, the improvements done by the CVaR in terms of the number of shots needed and possible entanglement should be considered. However, note that increasing the degree of entanglement leads to an increased length of the circuit ${ }^{2}$. So it depends on the precise application at hand and is therefore out of the scope of this report. Nevertheless it will only improve by a factor (see Section 4).

## 3 investigation of the Hamiltonian encoding

In this section formulas are avoided as much as possible to reduce redundancy with the source paper. Instead their high level ideas are presented.
As already mentioned there are two encodings presented, sparse and dense. For the formulas they decided for a generalized representation. So instead of the actual qubits they write it as functions $f_{0}(i)$,

[^1]..., $f_{3}(i)$ which can be checked in (SI-3) to (SI-10) of the supporting information section of [RBWT21].
Before talking about the individual terms, here are the key points for the objective questions:

- The Hamiltonian basically consists of many constraints that make sure certain conditions are fulfilled a the value $H(\mathbf{q})=0$. For example for the sparse encoding a term that makes sure that only one of the qubits in the one hot encoding is one.
- As classical (hyper-) parameters there are some engineered numbers, denoted by $\lambda_{i}$ with $i \in$ \{back, chiral, $1,2,3,5\}$, used for deciding of the degree of penalty when such conditions are not fulfilled. These are usually large numbers with additional (sequence position dependent) constraints to make sure that the Hamiltonian is always non-negative and has the desired properties for zero.
- The energy contributions of the interaction are given by the $\epsilon_{i, j}$ parameters. They are also determined at the beginning through established tables.

Let's investigate on each individual term of the Hamiltonian separately now.

## 3.1 $H_{\mathrm{gc}}$ : geometrical/growth constraints

There are two geometrical main constraints one needs to be aware of. First to make sure that no knots occur, so only one bead per lattice point. Second avoids occurrence of bifurcation, i.e. there as only one sequence defining the main chain and at most one additional bead representing the side chain.

## $3.2 \quad H_{\text {ch }}$ : chirality

This part enforces the correct chirality for the protein. How this is done in detail will not be reviewed in detail here, because it will not lead to much insight.

## $3.3 \quad H_{\text {in }}$ : interaction

In the section The interaction qubits of the paper they claim that the parameters contributing to the energy landscape can be chosen arbitrarily, or from previous related research. These parameters make sure that the ground state is actually related to the physical protein in terms of the relation between the beads.

They present an approximate realization of the delta distribution to successively decode the interactions between the beads. First direct neighbors, than second next and so on.

$$
H_{\mathrm{in}}=H_{\mathrm{in}}^{(1)}+H_{\mathrm{in}}^{(2)}+H_{\mathrm{in}}^{(3)}+\cdots
$$

This approach allows for using the tetrahedral lattice structure to further reduce the number of degrees of freedom in the Hamiltonian. Each $H_{\mathrm{in}}^{(i)}$ is further reduced to the possible constellations and therefore distances between the beads.

## 4 classic vs. quantum

Lets first look at why there actually might be an improvement using a quantum algorithm for that problem at all:

The VQE algorithm aims to find the lowest eigenvalue of a Hamiltonian by iteratively generating the corresponding eigenstate. With use of entanglement, one can reduce the space of search and potentially speed up the process $\left[W B W{ }^{+} 20\right][D V P G R 21]$. However, than one needs to make sure that the solution lies within that space. Furthermore, if the eigenstate corresponding to the lowest eigenvalue is not an entangled one, there will be no advantage. This is because than it's necessary to check all $2^{n}$ states, which would lead to the same complexity as for the classical case[KAJ].

For example, when using VQE for combinatorial optimization there is no hope for improvement, because in this case the Hamiltonian is diagonal. Therefore, the eigenstates are not entangled[Nan19].

In our protein folding case, there is no diagonal Hamiltonian. This however, does not imply that the eigenstate of the lowest eigenvalue has to be an entangled state. In the source paper there is also no investigation on that. So there is no clear statement possible concerning this aspect.

Also note that this is not a comparison of the state-of-the-art method of quantum vs. the state-of-the-art method of classical computers. There are more sophisticated classical methods for solving this task, like heuristic simulations[LLPDS11] and deep learning approaches[JEP $\left.{ }^{+} 21\right]$.

Lets now look a bit more into detail with what to expect from the CVaR-VQE compared to VQE. Much research has shown the advantage of CVaR-VQE[DVPGR21][BNR ${ }^{+} 20$ ]. Note however that this only reduces the shots needed to yield the solution of the expectation values. This also leads only to a speed up of a constant factor. In the case of [RBWT21] it's roughly a factor of 10 .

When one tries to find a classical version of the VQE there is no literature about it. This is probably because it's an artificial way to simulate a quantum algorithm with no evidence of improvement or anything useful. So the only ways to 'simulate' it classically would be to simulate what the quantum computer would do or to compute the expectation value classically. Both of them don't give valuable insights, because the first does the same thing and the second is infeasible. So this would not be a useful way of comparing quantum with classical algorithms.

This leaves the question, how to compare quantum algorithms against classical equivalents?
This was done through abstract investigation of complexity classes relative to oracles ${ }^{3}$ [BBBV97]. However, this is only useful for studying algorithms like Simons, Grover and Shors algorithm. In the NISQ-era there are no such theoretical results. So one has to investigate into more practical comparisons, like scaling of both state-of-the-art methods. This is clearly out of the scope of this report.

## 5 Conclusion

Let's answer now the two questions from the beginning:
What are the classical parameters one feeds into the (quantum-)calculation of the expectation value and how are they expressed in the Hamiltonian?

- As hyperparameters there are penalty parameters $\lambda_{i}$ and the energy parameters $\epsilon_{i, j}$. The penalty parameters appear in every term of the Hamiltonian to enforce the necessary constraints. The energy parameters only appear in the interaction Hamiltonian.
- The parameters which are optimized are the angles $\boldsymbol{\theta}=\left(\boldsymbol{\theta}^{\text {cf }}, \boldsymbol{\theta}^{\text {in }}\right)$. They also appear all the parts of the Hamiltonian.

Usually the Hamiltonian implemented on the QC is a relaxed version of the actual problem. How do the authors argue that their approximation is indeed related to the problem they try to solve?
They use a coarse-grained approximation on a tetrahedral lattice. This captures the important folding angles $\alpha$-helix and $\beta$-sheet. The amount of the interaction (encoded in the $\epsilon_{i, j}$ parameters) is taken from tables of previous related work.

In terms of estimating the industrial relevance of this method there is no clear conclusion. Neither in the source paper, nor in this report. Only pointers of what would be important in further investigation were given here. So for answering this questions more insight into relevant applications and classical state-of-the-art methods is necessary.

[^2]
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[^0]:    ${ }^{1}$ Code can be seen here: https://qiskit.org/documentation/nature/tutorials/09_Protein_Folding.html

[^1]:    ${ }^{2}$ This can also be verified here

[^2]:    ${ }^{3}$ This blog post from Prof. Scott Aaronson also explains it well.

